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Abstract. This paper outlines a strategy to build new bilingual dictio-
naries from existing resources. The method is based on two main tasks:
first, a new set of bilingual correspondences is generated from two avail-
able bilingual dictionaries. Second, the generated correspondences are
validated by making use of a bilingual lexicon automatically extracted
from non-parallel, and comparable corpora. The quality of the entries
of the derived dictionary is very high, similar to that of hand-crafted
dictionaries. We report a case study where a new, non noisy, English-
Galician dictionary with about 12, 000 correct bilingual correspondences
was automatically generated.

1 Introduction

In this paper we describe a method to derive a new bilingual lexicon from two ex-
isting ones using comparable corpora to validate candidate correspondences. The
method is entirely unsupervised and consists of two tasks. First, given two exist-
ing bilingual lexicons for two languages pairs (A,B) and (B,C), we can obtain a
new pair (A,C) by simple transitivity. Second, the generated bilingual correspon-
dences are validated using translation equivalents automatically extracted from
comparable corpora. In particular, we will derive a new (English,Galician) lexi-
con from two existing dictionaries, (English, Spanish) and (Spanish,Galician),
by making use of English-Galician comparable corpora.

The strategy described in the paper is especially well suited to create new
language resources for minority languages (e.g., Galician) from languages such
as English or Spanish, which have a lot more resources. Our method does not
require the minority language being provided with many and large linguistic
resources: only a bilingual dictionary and some raw text is required. This is
enough to automatically build a new non-noisy, bilingual lexicon.



This strategy is also useful to create new bilingual dictionaries for multi-
lingual machine translation systems, such as Opentrad-Apertium3. The num-
ber of bilingual dictionaries required by a multilingual translator increases as a
quadratic function of the number of languages the system aims to translate [15].
So, the process of automatically deriving new bilingual resources can drastically
reduce the amount of work.

The paper is organized as follows: the following section (2) introduces some
related work. Then, Section 3 describes the different steps of our method. Next,
in Section 4, we report a case study where a new, non-noisy, English-Galician
dictionary with about 12, 000 bilingual correspondences was automatically gen-
erated. Finally, some conclusions are put forward in Section 5.

2 Related work

There exist some approaches to derive bilingual lexicons from existing ones [11,
1, 16, 10, 15]. Our work is directly inspired by [10], who sketch a very similar
methodology to that proposed here. They use two bilingual lexicons sharing the
same language (the pivot) and derive a new bilingual dictionary by using the
pivot language as intermediate. The new lexicon is derived by transitivity. For
instance, given the language pairs (English, Spanish) and (Galician, Spanish),
as Spanish as language pivot, their method build a new bilingual pair without
the pivot language: (English,Galician). The crucial aspect of this strategy is
the validation of correspondences. The validity of the retained correspondences
was checked using a parallel corpus, i.e., only the correspondences found in the
parallel corpus are kept.

The specificity of our method is the fact that we used comparable corpora,
instead of parallel texts, to validate the correspondences retained by transitivity.
So, our main contribution is to propose a strategy to validate new bilingual
lexicons by making use of translation equivalents extracted from non-parallel,
comparable corpora. This kind of corpus is easier available than parallel texts,
especially for minority languages.

Unlike most approaches to extract word translations from non-parallel cor-
pora [6, 7, 12, 4, 14, 13], which are based on baseline windowing techniques, our
method relies on syntactically analyzed text. In [9], it is showed that the use of
syntactic dependencies instead of window-based strategies significantly improves
the accuracy of the extraction.

3 The method

Our strategy consists of two main tasks: both to generate candidate bilingual
correspondences by transitivity and to validate them by using translation equiv-
alents extracted from comparable corpora.

3 http://www.opentrad.com/



3.1 Generation by transitivity

The first task is inspired by that described in [10]. Given two bilingual dictio-
naries represented as two relations (A,B) and (B,C), we generate a derived
dictionary (A,C) as follows:

– First, we create the relation (A,C ′) taking two existing dictionaries (A,B)
and (B,C), where B is the pivot language. For each bilingual correspondence
(ai, bi) belonging to the relation (A,B), we create a set of new correspon-
dences {(ai, c1), (ai, c2), . . . , (ai, cn)}, where c1, . . . , cn are those words and
terms associated with bi within (B,C). The derived dictionary (A,C ′) is the
set of all new bilingual correspondences.

– Then, we remove the redundant bilingual pairs from (A,C ′). The result is
the relation (A,C).

– Finally, we split (A,C) into two complementary subsets: (A,C)amb, which
consists of those correspondences containing at least one ambiguous word,
and (A,C)unamb, containing only unambiguous words. Note that the former
is a many-to-many relationship whereas the latter is one-to-one.

As in [10], the derived dictionary with only unambigous words, (A,C)unamb,
can be considered as a non-noisy lexical resource. In Lexicography, words with
only one translation equivalent behave as not ambiguous terms. Therefore, all
the unique correspondences derived from unambigous words (one-to-one) are
of good quality and must be validated. By contrast, (A,C)amb is a noisy lexi-
con. The translation by transitivity of ambiguous words can overgenerate odd
bilingual correspondences. For instance, in one of our (English, Spanish) dic-
tionaries, the verb subside is translated in Spanish as bajar, which is translated,
in turn, by the (Spanish,Galician) dictionary as baixar and apear. Therefore,
the derived (English,Galician) dictionary must contain the correspondences
(subside, baixar) and (subside, apear). While the former translation is correct,
the latter is clearly odd. The galician verb apear does not mean subside in any
context; it means take down, which is one of the senses of the spanish word bajar.

In the next task, all correspondences of (A,C)amb will be checked using
translation equivalents between language A and C extracted from comparable
corpora.

3.2 Validation with comparable corpora

The second process is the main contribution of our work. It consists in filter-
ing out those ambiguous correspondences that are not in a lexicon of transla-
tion equivalents automatically generated from a non-parallel corpus syntacti-
cally annotated with dependencies. The lexicon of translation equivalents, called
(A,C)corpus is organized as follows. Each term of language A, ai, is assigned a
ranked list of terms of language C, c1, c2, . . . , cn, which are the top-N best trans-
lation candidates of ai. Conversely, each term of language C, ci, is assigned a
ranked list of terms of language A, a1, a2, . . . , an, which are the top-N best trans-
lation candidates of ci. So, the relation (A,C)corpus consists of correspondences



between words and their candidate translations inferred from the corpus. To val-
idate (A,C)amb, we make the intersection between (A,C)amb and (A,C)corpus.
The resulting relation is a set of correct bilingual correspondences containing
ambiguous words. Finally the new non-noisy, derived lexicon,(A,C)not−noisy, is
the union of this validated relation with the bilingual lexicon of unambiguous
words:

(A,C)not−noisy = (A,C)amb ∩ (A,C)corpus ∪ (A,C)unamb

In the following subsection, it is described how (A,C)corpus is learned.

3.3 An approach to extract translation equivalents from comparable

corpora

Our method to extract translation equivalents from syntactically annotated com-
parable corpora was described in detail in previous work [9, 8]. Here, we only
sketch the main properties of the approach. The starting point is the following:
word w1 is a candidate translation of w2 if the lexical-syntactic contexts in which
w1 occurs are translations of the lexical-syntactic contexts in which w2 occurs.
Words (or multiword terms) are previously lemmatized. This strategy relies on
a list of bilingual lexical-syntactic contexts (called seed contexts) provided by an
external bilingual dictionary, (A,C), and a list of generic syntactic dependencies:
subject, direct object, adjective modification, prepositional complement, etc. So,
w1 is a candidate translation of w2 if they tend to co-occur with the same seed
contexts. For instance, let’s suppose that the dictionary (A,C) contains the cor-
respondence (subside, baixar). As they are two specific verbs, we can build a
bilingual correspondence between two lexical-syntactic contexts introduced by
their corresponding verbs:

(< Subject; subside,NOUN >,< Subject; baixar,NOUN >)

where < Subject; subside,NOUN > is used to identify those English nouns
appearing in the subject position of subside, while < Subject; baixar,NOUN >

allows to select those Galician nouns playing the role of subject of baixar. This
bilingual correspondence is used as a “seed context” in the process of selecting
translation equivalents. This way, if English nouns such as fever or swelling
appear as subject of subside, the Galician nouns occurring in the subject position
of baixar (e.g., febre or inchazón) are candidate to be their translations.

The extraction method consists of the following subtasks4 :

Multilingual parsing The two corpora are analyzed using a multilingual de-
pendency based parser, DepPattern5.

4 This method was implemented in a prototype system available at http://

gramatica.usc.es/~gamallo/prototypes/BilingualExtraction.tar.gz.
5 Available, under GPL license, at http://gramatica.usc.es/pln/tools/

deppattern.html.



Seed contexts A list of seed lexical-syntactic contexts is created from the noisy
bilingual dictionary, (A,C), and a small set of generic syntactic rules. Note
that the bilingual dictionary used as source is that derived by transitivity in
the previous task. It contains both ambiguous and unambiguous correspon-
dences, even if the former ones can contain several errors.

Hash table The word dependencies identified in the corpora and the list of
seed contexts are organized in a word-context matrix (stored in memory as
a hash table of non-zero values). Each item of the table represents a word (or
multiword term), a seed context, and the word-context frequency observed
in the corpus.

Similarity Then, we compute dice similarity [5] of each bilingual pair of words.
For each word of the source language, we select its top-N (N = 10) most
similar ones in the target language. They are their candidate translations.

At the end of the process, we obtain the relationship (A,C)corpus, which will
be used to validate (A,C)amb by identifying correct ambiguous correspondences.
As it was stated above, the selection of correct correspondences is the result of
intersecting (A,C)amb with (A,C)corpus.

4 A case study: the elaboration of an English-Galician

dictionary

To verify whether the method is useful, we apply it to perform a particular task,
namely to derive a new English-Galician dictionary from two existing ones. This
case study has two limitations: given that Galician is a language with few elec-
tronic resources, the Galician part of our comparable corpus is considerably
smaller than the English one. On the other hand, since the extraction method
only works at the moment on nouns, verbs, and adjectives, the dictionary elab-
oration is restricted to these three grammatical categories.

4.1 The existing dictionaries and generation by transitivity

The (English,Galician) dictionary was derived from both (English, Spanish)
and (Spanish,Galician) existing dictionaries, where Spanish is the pivot lan-
guage. In particular, the bilingual dictionaries we used are part of the lexical
resources integrated in an open source machine translation system: OpenTrad-
Apertium [2]. In fact, one of the short-mid term objectives of our experiments is
to update the bilingual resources of OpenTrad in order to improve the results of
the machine translation system, which is used by La Voz de Galicia, the sixth
most widely read Spanish newspaper.

The (English, Spanish) dictionary contains 8, 432 bilingual correspondences,
while the (Spanish,Galician) reaches 27, 640. Both dictionaries are freely avail-
able6. Given that the former dictionary is too small, we also made use of a

6 http://sourceforge.net/projects/apertium/files/



Collins dictionary7, which we call (English C, Spanish C), and contains 48, 637
entries. This resource is not freely available. Note that we only count bilingual
correspondences between verbs, nouns, and adjectives. All of these dictionaries
were manually created by lexicographers.

Table 1. Dictionaries derived by transitivity

derived dictionaries number ambiguous not ambiguous source dictionaries

of entries entries entries

(English, Galician) 7, 687 3, 890 3, 797 (Galician, Spanish)
(Spanish, English)

(English C, Galician) 23, 094 17, 601 5, 494 (Galician, Spanish)
(Spanish C, English C)

Using the strategy described above in Section 3.1, we generated two new noisy
bilingual dictionaries: (English,Galician) and (English C,Galician) (see Table
1). The first raw of the table shows the different elements of (English,Galician),
which was derived from the two OpenTrad-Apertium dictionaries (sources). It
contains 7, 687 correspondences that was splitted into two subsets:

– ambiguous correspondences: (English,Galician)amb

– not ambiguous ones: (English,Galician)not−amb

They contain 3, 890 and 3, 797 entries, respectively (third and fourth columns of
the table). The same was made to obtain (English C,Galician), which was de-
rived from (Spanish C,English C) (Collins) and (Galician, Spanish) (OpenTrad-
Apertium). Here, the size of the resulting lexicon is larger because of the higher
number of entries provided by the Collins dictionary.

4.2 Comparable corpora and validation

To validate the English-Galician correspondences with ambiguous words, we
used the strategy described in sections 3.2 and 3.3. First, we built different non-
parallel, (and somehow) comparable corpora. Then, the automatic extraction of
translation equivalents were performed on those corpora.

Building three comparable corpora The Galician part was crawled from two
online daily newspapers, Vieiros and Galicia-Hoxe, which are the only general
purpose newspaper written in Galician language. The crawler retrieved all news
published by these newspaper since they are available in the net. We built a
corpus with 35 million word tokens.

The English part was divided in three different corpora:

7 http://www.collinslanguage.com/



– 35M words selected from British National Corpus (BNC)8,
– 35M words containing breaking news from Reuters Agency9

– 1M words containing news crawled from New York Times (NYT)

Given that we could not find more Galician Newspapers, to obtain a corpus
size comparable to that of the English part, we decided to build 3 non-parallel
corpus as follows:

BNC-based This corpus is constituted by all Galician news (35M words) and
the 35M words selected from BNC.

Reuters-based It constituted by all Galician news and the 35M words from
Reuters

NYT-based It contains 1M words selected from the Galician corpus and 1M
words crawled from NYT.

So, BNC-based and Reuters-based corpora contains the same Galician corpus
while NYT-based is constituted by a small partition of that corpus. We followed
this strategy because of the few electronic resources in Galician language. Let’s
note that the BNC-based corpus is less comparable than the others since the
English part does not only contain news articles. It consists of many types of
documents, including oral speech.

Extraction The extraction method was sketched in Section 3.3. First, all
texts were parsed with DepPattern to extract all word dependencies (we fo-
cused on dependencies containing verbs, nouns, or adjectives). DepPattern takes
as input the output of the PoS tagger Freeling[3]. Then, a list of seed lexi-
cal syntactic contexts was generated from the largest English-Galician lexicon:
(English C,Galician). Even if it is likely to contain some odd bilingual cor-
respondences, we consider that it is sound enough to be used for stochastic-
based extraction. Then, on the basis of word dependencies and a list of contexts,
three context-word bilingual matrices were created (one for each corpus). Finally,
word similarity was computed on each matrix. For each English word, the 10
most similar Galician words were retained to define 10 candidate bilingual cor-
respondences. Since similarity is an asymmetric relationship, the same was done
from Galician to English. At the end of the process, we built three corpus-based
bilingual lexicons: (English C,Galician)bnc , (English C,Galician)reuters, and
(English C,Galician)nyt. Table depicts the number of correspondences of each
dictionary.

Table 2 shows the results obtained. Corpus-based dictionaries are much big-
ger than those directly derived by transitivity, and so they contain much more
noisy correspondences. The goal is to generate for each word, at least, a good
bilingual correspondence which will be used to validate dubious pairs derived by
transitivity. Notice also than the Reuters-based dictionary is significantly larger

8 http://www.natcorp.ox.ac.uk/
9 http://trec.nist.gov/data/reuters/reuters.html



Table 2. Corpus-based dictionaries

dictionaries number of entries

(English C, Galician)bnc 400, 440

(English C, Galician)reuters 531, 710

(Spanish C, English)nyt 132, 490

than the BNC-based, even if the corpus size over which the extraction was per-
formed is the same. This is probably due to the fact that the BNC-based corpus
is less comparable (it is just a “non-parallel” corpus).

Validation To check the validity of the dubious correspondences within the
ambiguity-based lexicons (i.e., containing ambiguous words), we make their in-
tersection with the corpus-based lexicons. Table 3 shows the outputs of all pos-
sible intersections between the three corpus-based dictionaries (columns) and
the two lexicons with ambiguous words (rows). The third row is the union of
the two ambiguity-based dictionaries, while the last column is the union of the
three corpus-based lexicons. Each absolute number is assigned a percentage: the
ration between the correspondences validated (i.e., resulting of the intersection)
divided by the total number of correspondences found in the dictionary with
ambiguous words.

Table 3. Corpus-based validation

bnc reuters nyt Union

(English, Galician)amb 1, 123 (29%) 1, 350 (35%) 396 (10%) 1, 573 (40%)

(English C, Galician)amb 2, 404 (14%) 2, 940 (17%) 619 (4%) 3, 584 (20%)

Union 2, 837 (15%) 3, 475 (18%) 759 (4%) 4, 248 (22%)

For instance, The intersection of (English,Galician)amb with the smallest
corpus-based lexicon, (English C,Galician)reuters, gives rise to 1, 350 corre-
spondences, which represent 35% of (English,Galician)amb. Notice that suc-
cessive unions of dictionaries improve the results by making the output dictio-
nary larger. The largest lexicon was obtained by intersecting the union of the
corpus-based lexicons with the union of the two ambiguity-based dictionaries:
4, 248 correct entries. It represents 22% of entries found in the union of the
two ambiguity-based dictionaries (19, 425 entries). These results are not very
far from those obtained by [10] using parallel corpora. These authors reported
an experiment to derive by transitivity an English-German dictionary, whose
ambiguity-based correspondences were validated using parallel corpora. The re-
sult of this checking process allowed them to validate 6, 282 correspondences,
which represent 26% of all candidate correspondences with ambiguous words.



Even if we use non-parallel corpora, our results are very close to that score,
which is very promising.

The quality of the validated correspondences is very good. No error was
found.

4.3 The final not-noisy lexicon

Table 4. non-noisy dictionary

number of entries

OpenTrad + Collins 25, 790

Validated correspondences 4, 248

Not ambiguous correspondences 7, 816

Total not-noisy dictionary 12, 064 (47%)

At the end of the process, we made the union of the validated correspon-
dences with the lexicons containing unambiguous words (i.e., one-to-one corre-
spondences). Table 4 summarizes the number of entries obtained in each step of
the process. The last row shows the total number of non-noisy correspondences,
12, 064, our method was able to automatically generate. This represents 47% of
the total correspondences, 25, 790, resulting of the union of (English,Galician)
with (English C,Galician).10

To summarize, the output dictionary is the result of the following set-theoretic
operations:

(English, Galician)not−noisy =

((English, Galician)amb ∪ (English C, Galician)amb)
∩
((EnglishC , Galician C)bnc ∪ (English C, Galician C)reuters∪
(English C, Galician C)nyt)
∪
((English, Galician)not−amb ∪ (English C, Galician)not−amb)

Let’s note that the final lexicon, even if it only contains 47% of all candi-
date correspondences generated by transitivity, is much larger than the smallest
hand-crafted dictionary, (English, Spanish), which is one of the existing dictio-
naries used as source to derive the new one. We generated more than 12, 000
correct correspondences against 7, 687 entries in the smallest existing lexicon.
The quality of the derived entries is similar to those found in dictionaries built
by hand by lexicographers.

10 The final dictionary can be downloaded at http://gramatica.usc.es/~gamallo/

dicosFromComparable.htm



5 Conclusions and Future Work

The lexicographic method proposed in this paper is entirely automatic. It does
not require any manual revision to generate a new bilingual dictionary since
the quality of the derived correspondences is very high, similar to that achieved
by a human lexicographer. The main contribution of the method is the use of
lexicon extracted from syntactically annotated comparable corpora to validate
correspondences derived by transitivity. Moreover, the experiments showed that
the information provided by other source dictionaries and more corpus allowed
us to easily make derived dictionaries much larger without losing quality.

The main drawback of the method is to be language dependent since it
requires a syntactic parser to annotate the corpus. However, in order to cope
with as many language as possible, we make use of a robust multilingual parser,
DepPattern, designed and implemented by our research group.

In future work, we’ll integrate the resulting dictionaries into a machine trans-
lation system, namely OpenTrad-Apertium, with the aim of adapting the system
to new pairs of languages.
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